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Recent Research on the Relation between IPs and Causality

Structural Causal Models Are (Solvable by) Credal Networks

e Joint work with IDSIA colleagues s

Alessandro Antonucci ALESSANDRO@IDSIA.CH
Rafael Cabaiias

~ RCABANAS@IDSIA.CH
( 2 a a | O n ‘ a b a n a S a n d Ot h e r S Istituto Dalle Molle di Studi sull Intelligenza Artificiale (IDSIA), Lugano, Switzerland
I

e Ongoing research (2020 - ...)

Causal Expectation-Maximisation

e Papers and software library available

Marco Zaffalon Alessandro Antonuccl Rafael Cabafias
IDSIA (Switzerland) IDSIA (Switzerland) IDSIA (Switzerland)
zaffalonQidsia.ch alessandro@idsia.ch rcabanas®idsia.ch

e So far, credal nets (CNs) mostly used for:

—_ d e C i S i O n _S u p p O rt Syste m S Bounding Counterfactuals under Selection Bias

Marco Zaffalon
IDSIA, Lugano (Suntzerland,

— robust machine learning

t athematics, University of Almeria, Almeria (Spain)

e |ot of research on CN inference/complexity

e (Causal ML as a new direction for CNs

s
e (Causal) EM/sampling for CN inference C e o
redici

Credal Inference for Causal Inference

Alessandro Antonucci, IDSIA 4
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Structural Causal Models

e Manifest endogenous variable X
e Observations & available

e From 9 statistical learning of P(X)
e A |atent exogenous variable U

e States of U determines those of X
through a structural equation fy

e f, surjective but not invertible

. PO =) Px|wPw) =) 8, Plu)

e A P(U) giving P(X)? More than one!
e Credal set K(U) compatible with P(X)

Alessandro Antonucci, IDSIA

|

F(U=0)=0
f FU=1)=0
X KU=2)=1

KU=3)=1

Boolean X
PX=0)=p

10
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Structural Causal Models
KU)={PU):PU=0)+PU=1)=p}

. . ppl-pl-p
e Manifest endogenous variable X PU) = [2 > "7 5 ]
o (Observations 9 available Ue {0,1,2,3)
e [ro

e Alat Th|5 IS a (m|n|ma||st|c:)

o State
;hro structural causal model

. PO =) Px|wPw) =) 8, Plu)

Boolean X
PX=0)=p

e A P(U) giving P(X)? More than one!
e Credal set K(U) compatible with P(X)

Alessandro Antonucci, IDSIA 11
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Structural Causal Models (General Definition)

e X:=(X,,...,X,) (endogenous variables)
e U:=(U,,...,U,) (exogenous variables)

e Directed graph & assumed to be
semi-Markovian = root in U, non-root in X

e Equation X = fy(Pay) foreach X € X
e Marginal P(U) for U € U (assessed if possible)
e SCM = BN with CPTs P(X|Pay) = OX f.(Pay)

. Joint PMF Px,w) = [ | Pw) [ | 6 o
UeU XeX
e Here discrete vars, continuous case analogous

Alessandro Antonucci, IDSIA
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U={X,Y}, V={Z}, F={f,}
fr i Z=2X+3Y
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Structural Causal Models (General Definition)

X :=(Xj,...,X,) (endogenous variables) . "4

B SCMs as (one of) the
W most powerful tools

[
] for causal analyses
. Joint PMFPx,u) = | | P@) | | 67 pax
UeU XeX
e Here discrete vars, continuous case analogous U=(XY), V={2), F=1{j)

f, 1 Z=2X+3Y

Alessandro Antonucci, IDSIA 15
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Headache Example (Staying on the First Rung)

You take aspirin (X = 1) and headache vanishes (Y = 1)
Probability that this has been due to aspirin?
Observational data & about the two variables available
From Y2 ,PY=0|X=0)=05>PY=0|X=1)=0.1
Not genuine causal analysis: adding further covariates
might give contradictory results (Simpson's paradox)

Alessandro Antonucci, ID . A : ' et
S XRrCise -

X0—0Y

17
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Headache Example (Staying on the First Rung)

X0—0Y
e You take aspirin (X = 1) and headache vanishes (Y = 1)

e Probability that this has been due to aspirin? ol

8 Time to climb up
the ladder

e Not
mig

Cholestoro! Cholesterol

i - 18

Alessandro Antonucci, ID! )
Exercise Cxercise
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Take the Aspirin! (Interventions = Second Rung) lz

Gender Z as an additional (endogenous) variable TX/\TY

Markovian & (one exo parent for each endo) X Y

Force people to take aspirin = intervention do(X = 1)
fx should be modified (constant output), after a surgery
on & (incoming arcs removed) intervention = observation

Pearl's do calculus allows to reduce interventional queries
to observational ones (solved by BN inference)

E.g., backdoor P(y|do(X = x)) = Z P(y|x,z2) - P(2)

Do calculus only needs & (and not the SCM)!

|| <——————><
/<_Q
Q

Alessandro Antonucci, IDSIA 21
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Identifiability of Causal Queries

* Do calculus reduces interventional to observational = Zfrzemmmee=irr
queries by exploiting d-separation in SCMs

e Sound and complete (graph-theoretic) algorithm
+ inference in the empirical joint PMF

e Alternatively: surgery and inference in the SCM ...

e Not all queries can be computed by do calculus.
If not we call the query unidentifiable

e Emerging idea: unidentifiable queries are only P, |do(x,) € [1,u]
partially identifiable (bounds can be estimated!)
Recent works by Barenboim's and Shipster's groups

Alessandro Antonucci, IDSIA 23
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Identifiability of Causal Queries

e Do calculus reduces interventional to observational  ~-* .
que h | E=
i O ptimisation techn |ques«
+ in QP

M for |IPs to be used for
M opartial identifiability

e Emerging idea: unidentitiab

e queries are only P(x; | do(xy) € [L,u]
partially identifiable (bounds can be estimated!)

Recent works by Barenboim's and Shipster's groups

Alessandro Antonucci, IDSIA 24
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Back to Headache (Moving to the Third Rung)

e What if | had not taken the aspirin, would have

headache stayed? Xo—0Y

e An intervention contrasting the current observation ...

e This is a counterfactual query P(Yy_o=0|X=1,Y=1) u | : v
(called probability of necessity, PN, sub denote do) X 60— Vv

e We need the complete SCM: @ + {fx}xex + {P(U)}yecu

e With complete SCM, an augmented model called twin
network with duplicated endogenous variables is used X' —@® Y’
for counterfactual analysis after surgery

e (Non-trivial) counterfactuals are unidentifiable!

Alessandro Antonucci, IDSIA 26
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To Compute Counterfactuals ...

e We need a fully specitied SCM, i.e.,

1. Graph & over (X, U)
(often available by domain expert or Markovian assumption)

2. Endogenous equations {fy}yex
(available or obtained by complete enumeration)

3. Exogenous marginals {P(U)} ey (rarely available)
e Latent P(U) = HP(U) unavailable? We have data @ about X

e Compute counterfactual = Compute {P(U)} ey from 9

e Not a new problem: LP approach for special cases already in Balke
and Pearl (1994), but do-calculus reduced attention to CFs

Alessandro Antonucci, IDSIA 28
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Causal Analysis at the Party (Balke & Pearl 1994) Ua
sometimes goes to parties Us A
Bob is not a party guy,

but he likes

and he might be there

Carl broke up with ,

he tries to avoid ,

but he likes parties

Carl and Bob hate each other,

they might have a Scuffle

if both at the party besides such knowledge assume
we have observations & corresponding

to a joint mass function P(A, B, C, S)
(e.g., in the form of a BN)

Alessandro Antonucci, IDSIA 29




l

Causal Analysis at the Party (Balke & Pearl 1994)

CAUSAL GOSSIP
INTERVENTIONAL

"Ann must not be
at the party,
or Bob would be there
instead of home"

P(B|do(@)) = ?

ly specified) SCM can answer these questions
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Let's (Eventually) Use IPs!

* Find the exogenous marginals?
P(U,)P(Up)P(Uc)P(Us)
e Endogenous (= with 9)
consistency

e This induces global non-linear
(so-called Verma) constraints

e (Constraints became local and
linear ones by marginalisation and
conditioning (Zaftalon et al., 2020)

Unknown Unknown Unknown

Ua

Us A
Uc

fC(aa MC)

Us

f5(b, c, ug)

Unknown Empirical, known

2 [p () * O, £,y *PUB) * O, fag) * PUC) * O fa ) " PUUs) * O b ey | = PG5 D5 €58)

Uy Ug U, Up

Alessandro Antonucci, IDSIA
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Constraining Exogenous Marginals
Us A

Z [P(”A) “Oa.pyuy) " PUB) * Op gy PUC) O friaug) P (Us) - 6s,f5(b,c,u5)] =p(a,b,c,s)

MA,MB,MC,MD

P(a) = )’ P(aluy) - P(u)

Uc

fC(aa MC)

P(b|a)= ) P(b|a,up) - P(ug)
Ug Us
P(cla) = 2 P(cla,up) - P(uy)
fS(b9 C, MS)

P(s|b,c) = Cz P(s| b, c,ug) - P(uy)

Ug

Linear constraints on marginal exogenous probabilities leading
to the credal sets specification K(U,), K(Up), K(U.), K(Uy)

e Structural equations (= endogenous CPTS) remain unaffected

37

Alessandro Antonucci, IDSIA
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_ : Ua
Constraining Exogenous Marginals
uA,ugc,uD [p(uA) B i) PUB) * By gy PUC) * B jotanney * PUS) * By e S)] =p(a,b,c,s) Us A
\ 4 Je

P(a) =) P(aluy) - P(uy) fpla, ug)

A

fC(aa MC)

Us

P(s|b,c) = Z P(s|b, c, ug) - Pug) Js(b, ¢, ug)

* Linear constraints on marginal exogenous probabilities leading
to the credal sets specitication K(U,), K(Up), K(U.), K(Uy)

e Structural equations (= endogenous CPTS) remain unaffected

Alessandro Antonucci, IDSIA 38
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Reducing Causal Queries to CN Inference

Consistent SCMs as a single CN

d-separation holds for CNs,
we can do surgery a la Pearl

e (CN algs to compute bounds!

* |nterventions are straightforward
P(B|do(@)) € [P (B|a), P'(B|a)]

e Counterfactuals require twin nets
P(S,|b) € [P(S|b,D"), P(S|b,b")]

e |dentifiable? P =P

Alessandro Antonucci, IDSIA 42
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Markovian and Quasi-Markovian SCMs as CNs

Algorithm 1 Given an SCM M and a PMF P(X), return CSs {K(U)}yey

1: for X € X do

22 U<~PaX)nU /1 U as the unique exogenous parent of X
3:  Pa(X) —Pa(X)\{U} /1 Endogenous parents of X
4: ifPa(X) = ¢ then

5: K(U) — {P'(U) :Zuef);l P'(u)=l~’(x),Vx€QX} /1 Eq. 4)
6: else

7 K(U) — {P'(U) :):“Ef)?ﬁm[x)(x) P'(u) =}~’(xIE(X)),Vx€QX,VE(X) EQEX} /1 Eq. (6)
8 endif

9: end for

Markovian Models

X&—@V

Algorithm 2 Given an SCM M and a PMF P(X), return CSs {K(U)}yey

1: forUeUdo
2 (XK1Y —Sort[X € X: U e Pa(X)]
3 Y—@

4 for (xj;,..., x5 € X} Oy do
5

6

S S Uy = Mt gy 0
Ul ! A N U2 % g &
® L 1 8: end for
9: end for
10  K(U)«~{PWU):vy}
11: end for

for (pa(X), ..., pa(X;")) € ;¥ Qp, x1) do

// Children of U in topological order

¥ = YU {Sueq, P = T1Y, Blef ..., 5k, paCx}),.... pacxEn}

/1 CS by linear constraints on P(U)

Quasi-Markovian Models

Alessandro Antonucci, IDSIA
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Software and Experiments

¢ Crema *CmdlCl

Credal Inference for Causal Inference

Java library for CNs

@ sursi

) GitHub

Java library for Causal Inference

built on the top of CREMA

Trees Polytree

Multiply connected

120

100

80

60

40

Execution time (s)

20

ApproxLP
- CVE

5

T T |
10 15 20 5 10 15 20
Length !/ Length I

T
5 10 15 20

Length /

Exact inference by credal variable elimination only for small models
ApproxLP (Antonucci et al., 2014) allows to process larger models

Alessandro Antonucci, IDSIA

RMSE always <0.7%

45
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Intermezzo: Beliet Functions (as Credal Sets)

e Linear constraints for CN induced by SCM
have a peculiar form Z P(u) = const

e These are CS corresponding to belief : condition

functions (Dempster '68, Shafer '76) et P =1 POy paCKL ). pa
e Class of generalised probabilistic models O B P
e PMPF distributes mass over the singletons, R

BF over (poss. overlapping) sets (e
 Dempster's multi-valued mapping, | " [ &=

Ix)

in SCMs U = f~1(X), BF(U) := f ' [P(X)]

Credits: Fabio Cuzzolin

e Dedicated conditioning/combination rules

Alessandro Antonucci, IDSIA 46
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Back to SCM2CN: General (Non Quasi-Markovian) Case

e Non Quasi-Markovian? Non-Linear constraint

U3 |
e Eg, E P(u,) - P(u,) = ... X X K X
o @ >
. 5 A
e Merge exogenous variables U := (U, U,) U s,

* [ndependence constraints can be disregarded
(but higher exogenous dimensionality)

e Again CN approximate inference to solve
causal queries

e State space dimensionality affects complexity

e \We might have very large latent spaces ...

Alessandro Antonucci, IDSIA
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Conservative Specitication of Structural Equations
U b :fB(aa MB)
e Finding the equations given & only ’
e P(B|A) should be a deterministic CPT
A B

P(B|A)

Alessandro Antonucci, IDSIA

49
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= @ sursi
Conservative Specitication of Structural Equations
e Finding the equations given & only o
e P(B|A) should be a deterministic CPT
A B

e [ indexing all these deterministic CPTs

P(B|A,U)

Alessandro Antonucci, IDSIA 50
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Conservative Specitication of Structural Equations

e Finding the equations given & only o

e P(B|A) should be a deterministic CPT
e [ indexing all these deterministic CPTs

e Knowledge might discard some states

(ex., Bob goes to the party if Ann does) P(B ‘ A, U)

e With Boolean parent & child)|U| =4

in general (exp size) : BN 0 o BEEN . o

‘ U‘ _ ‘X ‘ HYEPaY|Y| U=0 U=1 U=2 U=3

Alessandro Antonucci, IDSIA 52
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Conservative Specification of Structural Equations

Alessandro Antonucci, IDSIA

U b :fB(aa MB)
Finding the equations given & only ’

P(B|A) should be a deterministic CPT

Uy indexing CFS based on

Knowledge
(ex., Bob go

With Boolea Cg and @ On‘y

N Nl o o
NN o IEEN 0
U=0 u=1 U=2 U=3

in general (exp size) :

U] = | x| e

B=0 B=A B=-4 B=1

53
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An Application: Counterfactual Analysis in Palliative Cares

e Study of terminally ill cancer
patients’ preferences wrt their

place of death (home or hospital)

e G obtained by expert
knowledge and data

e Exogenous variables?

 Markovian assumption
(= no confounders)

Alessandro Antonucci, IDSIA

maron

00" qwarne
servizio cure palliative e domiciliari
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An Application: Counterfactual Analysis in Palliative Cares

Most patients prefer to die at home

But a majority actually die in institutional settings
Interventions by health care professionals can facilitate dying at home?

Symptoms >
(=
Awareness
Practitioner
(Patient)
G ‘
Preference

Preference
> Death < )
(Patient) u (Family)

Awareness

(Family)

Alessandro Antonucci, IDSIA
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An Application: Counterfactual Analysis in Palliative Cares

* |mportance of a variable?

* Probability of necessity and sufticiency

PNS := P(Yy_, = 1,Yy_, = 0)

Awareness
Symptoms >
(Family)
(=
Awareness
Practitioner
(Patient)
g ‘
Preference Preference
> Death < )
(Patient) \/ (Family)

Alessandro Antonucci, IDSIA
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An Application: Counterfactual Analysis in Palliative Cares

* |Importaass

e Small CN but large
cardinalities
CF inference
demanding ...

Alessandro Antonucci, IDSIA 57
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Causal Expectation Maximisation (Zaffalon et al., 2021)

e Exogenous variables are always missing
(MAR, asystematic, way)

e [Expectation Maximisation (Dempster 1977)
— Random initialisation of P(U)
— E-step: Missing data completion by
expected (fractional) counts
— M-step: "completed" data to retrain P(U)

— lterate until convergence

e EM goes to a (local/global) max of log P(%)

Alessandro Antonucci, IDSIA
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Casual EM: Likelihood Unimodality

e (Causal EM reduce should converge to global maxima only the
corresponding P(U) belongs to credal set K(U)

e Sampling initialisations = sampling of K(U)

 For each sample we obtain an inner point

area of
—~

Theorem 1. Let £ denote the set of quantifications for {P(U}ycy consistent with the
following constraint to be satisfied for each c € € and eachy‘©:

8) Y [T Pw= T[] Py,
u[c]:fx(pax):xIIEUc XeX @
vXeX©

where the values of u, x and y{ are those consistent with u'© andy'©. If ¥ # ¢, the
log-likelihood in Eq. (7) achieves its global maximum if and only if {(P(U)}yey € X . If
K = @, the marginal log-likelihood in Eq. (7) can only take values strictly lower than the : :
global maximum. —~

alobal obptimum

Alessandro Antonucci, IDSIA 60
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Casual EM: Guarantees?
e \We first reduced causal queries to CN inference

In practice?
20 EM runs to get close to the actual
* Uni bounds with 95% credibility

For identifiable queries 9 runs to be
sure with 99% credibility

1+(1+26)* " -2(1+£)*"
(1-L"2)-(n-2)1-L)L"?’
where L:= (b- a) and ¢ := 6/(2L) is the relative error at each extreme of the interval obtained as a
function of the absolute allowed erroré € (0, L).

P(a—eLsa‘sb‘sleLlp): (13)

Alessandro Antonucci, IDSIA 61
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Causal EM: Experiments

Markovian (| X©@|=|UY|=1) Quasi-Markovian (U@ | =1) Non-quasi-Markovian (U9 | = 2)

0.03 - 0.03 - 0.03
o 0.02 0.02 - 0.02 |
é: “

001 1 \_ 0.0\ e L. 0.01

0.00 - TN P A R A LT L P T O P P P 0.00 | =essesecssesacctecacntatacscarasecesacnana 0.00 -

T T T | T | [ I T T
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
EMCC Runs (n) EMCC Runs (n) EMCC Runs (n)

PNS for artificial SMCs: quick convergence cred ici

(= much faster than direct CN approach)

Credal Inference for Causal Inference

Alessandro Antonucci, IDSIA 62
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Counterfactual Analysis in Palliative Cares by Causal EM

* |mportance of a variable?
e Probability of necessity and sufficiency
PNS := P(Yy_, = 1,Yy_, = 0)

e 15 EM runs before convergence PNS(Family_Awareness) € [0.06,0.10]

Symptoms >
(=
Awareness
Practitioner
(Patient)
G ‘
Preference

Preference
> Death < )
(Patient) \_/ (Family)

PNS(Triangolo) € [0.30,0.31]

Awareness

(Family)

PNS(Patient_ Awareness) € [0.03,0.10]

Alessandro Antonucci, IDSIA
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by making Triangolo available to all patients, we
should expect a reduction of people at the

hospital by 30%

).06,0.10]
This would save money too, and would allow

politicians to do economic considerations as to @
. which amount it is even economically profitable
| to fund Triangolo, and have patients die at
home, rather than spending more to have
patients die at the hospital

PNS(Patient_ Awareness) € [0.03,0.10] PNS(Triangolo) € [0.30,0.31]

Alessandro Antonucci, IDSIA
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Reasons for Causal Al: XAl

e (Model-agnostic) XAl tools
are observational

e Ex. Local Interpretable
Model-agnostic
Explanations (LIME)

* No genuine CF analysis

e Results prone to attacks/
contractions

Alessandro Antonucci, IDSIA

P(tree frog) = 0.54

(a)

. \¢
, regression
2 g | 3
i 0.00001 r
Original Image
D

Husky classified as wolf

Locally weighted

Explanation

(b) Explanation

65
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Explaining Reinforcement Learning Agents

Agent operating in state space &
Set of actions

Q(uality)-value function Q(s, a) available for
eachs € § anda € I

Greedy agent a = arg max Q(a, )

For each feature f compute its saliency S[ f]

s’ perturbation of s obtained by changing
the value of f

S[f] corresponds to the Q-value change
E.g., lyer (2018): S[f] = O(s,a) — Q(s’, a)

Alessandro Antonucci, IDSIA

Saliency maps can
be created by means
of the computed

saliency levels

same issues

as for classifiers/
regressors
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Counterfactual Explanations

e (Causal analysis distringuishes between
observations and interventions

P(X|y) # P(X|do(y))

e This allows for WHAT-IF reasoning
Counterfactuals? P(x'| x, y, do(y"))

e “if an input datapoint were x” instead of
X, then an ML model’s output would be

y’ instead of y

Alessandro Antonucci, IDSIA

Humans .
mcrm
= or+ﬁ X
Interpretability /Fx>4-
Methods SC M
ext act
Black Box
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Conclusions

e (Causality has an intimate connection with IPs
e Past CN research might offer new tools for causal analysis

e But more than that IPs offer formalism for a deeper
understanding of those (structural causal) models

e |otof works has to be done, causal machine (and reinforcement)
learning are just at the beginning!

T'M TAKNG A LOOK AT | |15 THAT... BAD? ISN'T THAT JUST 50 WHAT ARE. MY 0DD5?
YOUR NUMBERS, AND IT VARIABLES ARE CAUSALITY? DO YOU HAVE A
DOESN'T LOOK GOOD. THE #1 RISK FACTOR CAUSALITY I FAMILY HISTORY?
YOU HAVE A LOT OF FOR OUTCOMES. THE LEADING OF LHAT? \
MEASUREMENTS. QUTE | | | 1ue pasT 1o A CAUSE OF DEATH | | | JUsT, IN GENERAL.
A FEL VARABLES. BIG CONTRIBUTOR INTHS CONTRY. | | ves?
\ TO THE FUTURE. \
/
) % ﬁ '

https://xkcd.com/2620/
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Conclusions

e (Causality has an intimate connection with IPs

e Past CN research might offer new tools for causal analysis

.
)

e But morg

e Slessandro@idsia.ch

e | ot of works has to

Hbe done, causal machine (and reinforcement)

learning are just at the beginning!

I'™M TAKNG A LOOK AT | | 15 THAT... BAD? ISN'T THAT JUST 50 WHAT ARE. MY 0DDS?
YOUR NUMBERS, ANDIT | | | yaRiaBLES ARE | | CAUSALITY? DO YOU HAVE A
DOESN'T LOOK GOOD. THE #1 RISK FACTOR CAUSALITY 15 FAMILY HISTORY?
YOU HAVE A LOT OF FOR OUTCOMES. THE. LEADING OF WHAT?
MEASUREMENTS. QUTE | | | 1 ppsT 12 A CAUSE OF DEAT | [ | JUsT, IN GENERAL.
A FEW VARABLES. BIG CONTRIBUTOR IN THIS COUNTRY. YES?

\

\ T0 THE FUTURE.

/
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